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ABSTRACT

Autonomous vehicles have the potential to improve safety by eliminating human error in driving, as well as providing mobility to those who cannot safely drive. Such vehicles do require new technology to monitor their environment and ensure that they are operating safely. One such technology that will be necessary is the ability of the vehicle to recognize traffic situations and traffic signs. This can be accomplished by an appropriate implementation of edge detection methods. In this paper, we compare three different edge detection methods: Canny method, Sobel method and Zhang method. This comparison was conducted on both still pictures and on a video. When analyzing the video, which was taken on a clear day with an undamaged and clearly visible stop sign, all three methods performed equally well; the time at which the stop sign was identified, based on the edge map, was the same. The purpose of this comparison is to evaluate the performance of each of the three methods, in the context of the problem of identifying traffic signs. The methods are compared on still images of a stop sign under various conditions, in addition to the single video comparison. Based on the still image comparison, we conclude that Zhang’s method (linear prediction) generates the best edge map, particularly when the images include snow, ice, rain or other factors and even at night vision.
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1. INTRODUCTION

In 2015, the United States of America had the highest one year percentage increase in traffic deaths in half a century [1]. 38,300 people were killed on roads and roughly 4.4 million were reported to have sustained injuries that resulted in medical consultations. Every year the number of deaths due to road accidents has been increasing by 8%. Driver behavior and concentration have great impact on safety while driving a vehicle. Introduction of intelligent driving assistant systems in cars which adapt to road conditions, give lane departure warnings (LDW), parking assist, blind spot detection, and many more systems designed to increase safety have reduced the number of road accidents to a certain extent. Additional work on active safety systems is a high priority for automotive manufacturers, as is the development of fully autonomous vehicles. Autonomous vehicles that can plan and execute a route without driver input have the potential to drastically reduce accidents caused by driver fatigue, error, or inattention. Such vehicles would include functions such as the recognition of common traffic signs and signals, in order to properly respond to them.

An autonomous car [2] is a self-driving car that is capable of sensing its environment and navigating without human input. This autonomous vehicle has an advanced control system which interprets sensory information and uses a variety of techniques such as radar, LIDAR, GPS, odometry and computer vision to identify its path and to avoid obstacles. Cameras which capture video of a car’s surroundings are an important part of the sensor suite, and the use of vision to detect signs has been a subject of research interest. The Canny method was used in [3] for edge detection, with a geometrical analysis carried out on the extracted edges. In [4], color thresholding and shape analysis was used to detect signs, with a neural network for the recognition problem. Another approach, the use of a neural network and genetic algorithm, was implemented in [5]. This research paper focuses on implementing edge detection algorithms in an autonomous vehicle for the purpose of detecting and recognizing traffic signs, specifically the STOP
sign. By recognizing the sign, the car’s control system would then be able to react appropriately.

This paper is structured as follows: in Section 2, a general discussion of edge detection algorithms is presented. Next, in Section 3, three different algorithms are discussed, including the mathematical basis for each. In Section 4, the image processing of the stop sign is explained. In Section 5 the application of the algorithms is presented for the recognition of a “STOP” sign in a video. This section also discusses the results of the application. Finally, Section 6 presents conclusions and outlines future work on this problem.

2. EDGE DETECTION

Edge detection is commonly known as the set of mathematical methods which aims at identifying points in a digital image at which the image brightness changes sharply or, more formally, has discontinuities. A set of curved lined segments termed edges are organized at which the image brightness changes sharply. In this application, image edges are defined in terms of pixel locations where gray – level changes take place. An edge is a sharp mutation at the gray level of images that characterize the boundary of objects. It reduces the unnecessary information while maintaining the structure of the image [6]. This research paper focuses on implementing edge detection methods in an autonomous vehicle, through which a vehicle would be able to detect a “STOP” sign by using the edges of the sign. Similar work has been done in many contexts, e.g., [7-12]; however, research on a comparison of various methods has not been conducted.

The method of identifying discontinuities in a 1D signal is known as ‘Step Detection’ and similarly finding signal discontinuities over a period of time is known as ‘Change Detection’. In edge detection, step edge detectors have been a crucial part of many image processing and computer vision systems. The edge detection process serves to extract the structural information of an object in a picture by eliminating irrelevant information in that picture. There are many approaches to edge detection, with different requirements and benefits; however, there are some common pre-requisites for all methods. There are three major steps in any edge detection process, as depicted in Figure 1.

![Figure 1: Flow Chart of Input Image Converted to Final Edge Map](Image)

As shown in Figure 1, an input image is converted to an edge map in three stages namely pre-processing, main-processing and post-processing. Preprocessed images are further processed to generate final edge responses in the main processing stream followed by thresholding and thinning edge to create the final edge map in post-processing stage. The final mapped image varies with the edge detection methods used and also based on the noises and filter coefficients. Figure 2 shows the edge map of the image ‘LENA’ which is taken from [13].

![Figure 2: Final Mapped edge of image LENA [13]](Image)

In the same manner, for the STOP signs the autonomous vehicle is fitted with a camera which will capture the images while it is in motion. This video can be processed as a series of still images, which can be processed as outlined in Figure 1. The processed images can then be examined to see whether the edges detected give an appropriate octagon shape to indicate a stop sign. When it detects the octagon shape, the vehicle can be programmed to stop.

As there are multiple edge detection methods, the question of which is best suited for this application is an important one. In this work, we compare three methods for edge detection: the Canny method [13], which was used in [3], Zhang method [14] and Sobel Method [15]. The parameters of these detectors must be chosen to yield outwardly engaging results. Despite the fact that there are a few techniques to quantitatively quantify the visual nature of edge detectors, none are widely accepted by analysts [16-18].

3. TYPES OF EDGE DETECTION

In one dimension, we can characterize the position of a step edge in space with one coordinate. But in two dimension edge is said to have even an orientation with the position coordinate. For 2- D input signal \( x(i,j) \), the output \( y(i,j) \) of the digital filter can be expressed as the 2-D convolution summation [19]

\[
y(m,n) = \sum_{i=0}^{N_1} \sum_{j=0}^{N_2} x(i,j) h(m - i, n - j) \tag{1}
\]

\[
y(m,n) = \sum_{i=0}^{N_1} \sum_{j=0}^{N_2} x(m - i, n - j) h(i,j) \tag{2}
\]

where \((N_1, N_2)\) are the orders of a nonrecursive 2-D digital filter. The most essential for detecting the edges in images is 2-D filtering. To enhance the edge of the image, a matrix H,
known as the convolution mask is used. With respect to the different detectors, H can represent a different approximation of the “Gaussian smoothing kernel” given by [20]

\[ G(i,j) = e^{-(i^2+j^2)/2\sigma^2} \]  

(3)

Where \((i,j)\) are the coordinates of the discrete image and \(\sigma\) is the standard derivation of the associated Gaussian probability distribution, the images are assumed to have additive white Gaussian noise.

\[ G_n = \frac{\partial G}{\partial n} = n \cdot \nabla G \]  

(4)

Where \(n\), is oriental normal to the direction of an edge to be detected, a robust estimate for the smoothed gradient direction is given by

\[ n = \frac{\nabla (G \ast u)}{||\nabla (G \ast u)||} \]  

(5)

where \(*\) denotes convolution. This is a very good estimator for edge normal direction for steps, since a smoothed step has strong gradient normal to the edge. An edge point is defined to be a local maximum in the direction of \(n\) of the operator \(G_n\) applied to the discrete image \(u(i,j)\). At a local maximum, we have

\[ \frac{\partial}{\partial n} G_n \ast u = 0 \]  

(6)

And substituting for \(G_n\) from equation and associating Gaussian convolution, we get

\[ \frac{\partial^2}{\partial n^2} G \ast u = 0 \]  

(7)

Now the magnitude of the strength of the edges \(g(i,j)\) by utilizing the convolving mask with the discrete image \(u\) as

\[ g(i,j) = |G_n \ast u| \]  

(8)

Finally to obtain the edge map \(e(i,j)\) of the image, the Canny detector utilizes thresholding with hysteresis. In this method we select edges on \(g(i,j)\) which are above high threshold \(\tau_H\), secondly we select points with strong responses and are above low threshold \(\tau_L\) such that \(\tau_H > \tau_L\).

Hence, for the Canny detector, we are required to adjust three parameters to achieve the best results, namely, the high threshold \(\tau_H\), the low threshold \(\tau_L\) and the standard deviation, \(\sigma\).

Zhang’s Method

Zhang’s method of edge detection follows the principle of linear prediction [14], a well-known filtering method used to predict the future values of a signal using the past and the present values. The main idea behind this linear prediction method is to optimize filter coefficients in order to minimize the prediction errors. Because edge points in an image are sharp changes in intensity, therefore, large prediction errors occur at

\[ \text{Figure 3: Application and working of Edge Detection method for STOP sign} \]

\textit{Canny’s Method}

Canny’s method of edge detection is a commonly used edge detection [13]. In this method the main criteria is to lower the error rate, the distance between the points marked by the detector and the center of the true edge is minimized. In other words the points marked as edge points by the operator should be as close as possible to the center of the true edge (Good localization). To detect edges of a particular orientation, we create a two dimensional mask for the orientation by convolving a linear edge detection function aligned normal to the edge direction with a project function parallel to the edge direction. If we convolve an image with an operator \(G_n\) which is the first derivative of Gaussian smoothing Kernel from equation in some direction \(n\) as [13]
these points compared with other points where intensity changes are gradual. Hence, the pixels with large prediction errors compared with a pre-defined threshold are the desired edge points.

Let \( x[n] \) be the predicted signal value and \( x[n - k] \) be the past values, the linear predictor of order \( p \) is given as

\[
x[n] = -\sum_{k=1}^{p} a_p(k)x[n - k]
\]

(9)

Where \( a_p(k) \) are the predictor coefficients. If \( e[n] \) is the prediction error, the error generated by the estimate is

\[
e[n] = x[n] - \hat{x}[n] = \sum_{k=0}^{p} a_p(k)x[n - k]
\]

(10)

The MMSE (Minimum Mean Square Error) of \( e[n] \) is derived as follows

\[
E \{ x[n]x[n - l] \} + E \{ \sum_{k=1}^{p} a_p(k)x[n - k] x[n - l] \} = 0
\]

(11)

where \( E \) is the expectation operator. From the equation above it can be obtained that

\[
r_{xx}[l] = -\sum_{k=1}^{p} a_p(k)r_{xx}[l - k]
\]

(12)

Where \( l=1, 2, 3...p \) 'p' being the number of filter coefficients.

By solving the filter coefficients and by following the orthogonality principle, the MMSE can be expressed as

\[
\min \{ e_p[n] \} = \min \{ E \{ |e[n]|^2 \} \} = r_{xx}(0) + \sum_{k=1}^{p} a_p(k)r_{xx}(-k)
\]

(13)

Where \( r_{xx}(-k) \) is the conjugate of the \( k \)th autocorrelation value of \( x[n] \).

Consider an image \( I \), its edge detection using Zhang’s method along positive and negative directions of \( x \) and \( y \) to generate predicted images that are given as [14]

\[
I_{x,\text{error}} = I'_x - I''_x
\]

(14)

\[
I_{y,\text{error}} = I'_y - I''_y
\]

(15)

respectively. The values or the errors are effectively doubled because the direction of detection generates the same errors with opposite signs. The edges of the image after amplifying the errors can be determined by [5]

\[
l_{\text{edge}} = \sqrt{l_{x,\text{error}}^2 + l_{y,\text{error}}^2}
\]

(16)

The amplification of errors makes the threshold of separating edges from background less critical because the errors are suppressed by linear prediction in the areas of the signal where changes are gradual.

**Sobel Method**

The Sobel method is the edge detection method which follows the principle of image gradient [15], if the discrete image \( u(i,j) \) is defined as a function \( f(x,y) \) where \( f \) represents the light intensity of the image at position \((x,y)\). In this condition \( x \) and \( y \) are two variables. This method used two kernels each of order \((3,3)\) named as \( G_x \) and \( G_y \) which are convolved with the original image to calculate approximations of the derivatives, one along the horizontal changes and one along the vertical direction.

Sobel method uses two kernels that approximate the gradient \( \nabla f(x,y) \) of the continuous function \((x,y)\). For the derivative of the continuous functions Sobel method uses the approximations [20]

\[
G_x = \begin{bmatrix} -1 & 0 & +1 \\ -2 & 0 & +2 \\ -1 & 0 & +1 \end{bmatrix} \ast u
\]

(17)

\[
G_y = \begin{bmatrix} -1 & -2 & -1 \\ 0 & 0 & 0 \\ +1 & +2 & +1 \end{bmatrix} \ast u
\]

(18)

At each point in the image, the resulting gradient approximations can be combined to give the gradient magnitude, using:

\[
G(i,j) = \sqrt{(G_x)^2 + (G_y)^2}
\]

(19)

If \( G(i,j) \) exceeds some threshold \( \tau \) the pixel location \((i,j)\) is declared as an edge location. This edge location constitutes the edge map \( e(i,j) \) which is defined by the thresholding operation as [21]

\[
e(i,j) = \begin{cases} 1, & (i,j) \in I_g \\ 0, & \text{otherwise} \end{cases}
\]

(20)

where

\[I_g = \{(i,j) : G(i,j) > \tau \}\]

Sobel detectors are based on measures of the image gradient. The pixel location \((i,j)\) is declared an edge location if the magnitude of the gradient of the image exceeds some threshold \( \tau \). In this method one must select the parameter threshold \( \tau \) for best results.

**4. IMAGE PROCESSING**

The majority of the edge detection algorithms contain four stages: filtering, enhancement, detection and location. At
filtering stage our purpose is to suppress the noises of the images while retaining the real edges, at enhancement stage we find the filter that has a good response to the detection of edge points. It is a process that removes from a signal some unwanted components or features. Filtering means removing some frequencies and not others in order to suppress interfering signals and reduce background noise, at the detection stage we can detect the real edges by the Threshold methods and finally at the location stage we can detect the orientation and location of the edges [6].

For image processing the image is captured using a wireless camera which will be able to capture either images continuously of a traffic sign or a video of the car approaching towards the traffic sign, specifically, a STOP sign. This captured image is transmitted to a laptop or PC using the wireless transmitter in the case of a continuous video it is converted to a series of image frames based on the number of seconds using CV2 software [22]. An image is converted to a matrix and then various operation is performed to get desired results and values, for instance the captured image is converted to a grey scale from RGB color after filtering and based on the coding the eight edges (octagon shape) of a STOP sign are located and the edges of the STOP sign are mapped and sent to the microprocessor to stop the vehicle. If the eight edges are not found, the codes run the entire series of image frames until it finds a potential STOP sign edges.

Edge detection produces edges of an image, which highlights the intensity changes. The boundaries of the frames tend to produce sudden changes in the image intensity. For example, different frames are usually different colors or hues and this causes the image intensity to change as we move from one frame to another [23]. In addition, different surfaces of an image receive different amount of light, which again produces intensity changes [24]. Therefore the intensity boundary information that we extract from an image will tend to indicate object boundaries.

5. SIMULATION AND RESULTS

In the last decade, road sign detection has attracted great attention as it requires automatic road sign detection especially for images with cluttered background. STOP sign detection is difficult due to reasons such as large component of non-rigidity and textural difference, detection is also made difficult due to dust, snow or even ice. These features increase the variability of road sign patterns. As discussed before, change in light source distribution can also cause a significant change in the appearance of the STOP sign image.

Unlike other approaches to traffic sign detection, the system proposed herein does not depend on color information, but rather uses machine learning by detecting the edges of a STOP sign. This yields reliable classification and robust traffic sign detection under various illumination and weather conditions.

An important part of the edge detector evaluation is that its result should correlate with visual perception. To compare the three major edge detection methods and compare the quality of edge map, we process the three methods on a “STOP” sign under various conditions.

![Figure 4: Comparison of STOP sign using three edge detection methods](image)

Figure 4 shows the comparison of STOP sign using edge detection methods at normal conditions, covered with ice and during snow, where an image is converted to a grey scale image and edge is mapped in respective methods. It is evident that during ideal conditions all the three methods are effective at edge detection and provide equal and better results, but under various conditions like snow and ice Zhang’s edge detection method (Linear Prediction method) provides better result when compared to the other two methods. Figure 4 shows that the resulting edge quality can vary greatly with the edge detectors internal parameters, it is seen that Zhang’s method produced the most appealing edge maps in the sense that edges are smooth and consistent where Canny and Sobel produce edge maps with a more patchy look. The areas for feature extraction are well defined and relatively independent from adjacent edges. Well extracted edges representing desired features and a good suppression of neighboring edges will certainly provide a higher detection ratio.

According to Zhang’s method, in order to accurately extract these features, the edge map need to clearly contain the necessary features with information surrounding the features be suppressed to minimize measurement errors. During snow and icy conditions Canny and Sobel methods could not detect desired edges (octagon shape) accurately as the definitions are not clean, but Zhang’s method extracts the eight edges accurately in spite of various types of noises in the image.
Figure 5: STOP sign detection using three edge detection methods during snow storm and at night

Figure 5 shows the STOP sign detection using three edge detection methods during a snow storm and at night. It is evident that even during a snow storm or at night vision Zhang method extracts the eight edges of a STOP sign more accurately than the other two methods. Hence, Zhang method yields a more reliable classification in spite of receiving less amount of light and intensity and provides a more robust traffic sign detection under various illumination and weather conditions.

While incorporating these various edge detection methods in vehicle using a camera at normal conditions, it is observed that all the three methods detect the edges accurately and identify the octagon shape at the same time without any time delay. Figure 6 shows the experimental simulation done at vehicle level.

Figure 6: Linear Prediction method identifying stop sign in a vehicle at normal conditions

The “STOP” sign is detected using the radius and length criteria, the coordinates in the image frame are specified in order to detect the octagon shape (8 edges). It follows the same algorithm as shown in Figure 3. Due to the noise in the images, trees and clouds in the octagon shape were also detected (false positive) but was not considered as the “STOP” sign. When the actual “STOP” sign is detected “Approaching stop sign” text flashes in the image frame and vehicle comes to stop as soon as the signal is processed and sent to the ECU (Electronic Control Unit). Figure 7 shows the false positive which was detected during the experiment.

Figure 7: False Positive detected in the image frame during simulation

Running the same programs in MATLAB considering the entire frame for STOP sign detection also produces few false positives.

Figure 8: Considering the entire frame for STOP sign detection (edge detection) during snow.

Edge mapping done by Zhang’s method in Figure 8 has better accuracy in detecting the STOP sign when compared to the other two methods but at the same time it also produces various edges while considering the entire frame resulting in false positive which needs to be controlled by either monitoring the filter coefficient or by setting the angle and direction of detection of the STOP sign (eight edges).

However there are also situations when the STOP signs are situated at the left side of a road due to which we cannot set the direction of the detection, Figure 9 shows one such situation.
6. CONCLUSIONS AND FUTURE WORK

From various simulations, we can conclude that Zhang’s method (Linear Prediction) maps the edges best under various conditions, at normal conditions all the three methods invariably provide good result and maps out edge at the same time. Overall, the results show that linear prediction method is less sensitive to the conditions of the original images than the Canny and Sobel methods. This did not affect the results using the video, since it was recorded under “ideal” conditions.

Zhang’s method is considered the preferred method when compared to Canny and Sobel method. In spite of various noise in the frame, the edges are mapped and detected clearly in Zhang’s method when compared with the other two. All three methods identify the STOP sign almost at the same time and map out edges clearly at ideal conditions, whereas during snow or rain the Canny method maps out edges in the background caused by the snow or rain, which hinders identification of the STOP sign. In the case of the Sobel method, the STOP sign is not identified when the frame is covered with snow or rain. Based on these observations, Zhang’s method is the best method at various conditions since it maps out the STOP sign edges accurately under a variety of conditions.

In future work, additional videos will be analyzed, using non-ideal conditions. Such conditions could include branches obstructing a clear view of the stop sign, different lighting and weather conditions such as bright sun, fog, rain, snow, or darkness. The sign could also have snow or sleet on it, large amounts of dirt, or some form of minor damage.

Future work will also include the detection and recognition of different types of signs, including some that convey different information, such as speed limit signs. Detection and recognition of stoplights is also an important problem, which could be addressed using edge detection. These problems will all be studied to determine which edge detection method is most appropriate under different conditions, and how to best tune the methods.

As the work is carried out, successful implementation of the edge detection methods will be integrated into a larger program of research into autonomous vehicles, as an input to a vehicle control system.
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